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ABSTRACT
Traditional Learning to Rank (LTR) models in E-commerce are usu-
ally trained on logged data from a single domain. However, data
may come from multiple domains, such as hundreds of countries
in international E-commerce platforms. Learning a single ranking
function obscures domain differences, while learning multiple func-
tions for each domain may also be inferior due to ignoring the
correlations between domains. It can be formulated as a multi-task
learning problem where multiple tasks share the same feature and
label space. To solve the above problem, which we name Multi-
Scenario Learning to Rank, we propose the Hybrid of implicit and
explicit Mixture-of-Experts (HMoE) approach. Our proposed solu-
tion takes advantage of Multi-task Mixture-of-Experts to implicitly
identify distinctions and commonalities between tasks in the fea-
ture space, and improves the performance with a stacked model
learning task relationships in the label space explicitly. Furthermore,
to enhance the flexibility, we propose an end-to-end optimization
method with a task-constrained back-propagation strategy. We em-
pirically verify that the optimization method is more effective than
two-stage optimization required by the stacked approach. Exper-
iments on real-world industrial datasets demonstrate that HMoE
significantly outperforms the popular multi-task learning methods.
HMoE is in-use in the search system of AliExpress and achieved
1.92% revenue gain in the period of one-week online A/B testing.
We also release a sampled version of our dataset to facilitate future
research.
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1 INTRODUCTION
Since E-shopping becomes increasingly widespread, E-commerce
search has attracted more attention recently and has been studied
extensively [1, 2, 7, 9, 21]. Learning to Rank (LTR) involves applying
machine learning algorithms in optimizing the rank strategy, and is
the fundamental technique to facilitate better services for product
searching. In the context of E-commerce search, the feedback of
users, such as clicking and purchasing, is treated as an implicit
relevance signal instead of obtaining relevance labels by human
judgement in traditional web search.

Although there has been much progress made in research on
Learning to Rank, the majority of them are based on the hypothesis
that data are from a single domain. However, this hypothesis is usu-
ally violated in a practical situation. For example, in international
E-commerce platforms like Amazon and AliExpress, behaviours of
users from different countries are diverse due to different languages,
races, and regions. User behaviours can be seen as instances drawn
frommultiple domains with domain-specific distributions. Training
a single LTR model for the whole data might be confused by the
distinctions between tasks. While training multiple models for each
task separately may also be inferior, especially for tasks whose
training data is scarce. Many existing Multi-Task Learning (MTL)
methods [11, 14, 18] can solve the problem by learning common-
alities and differences between tasks. In this paper, we consider a
specific MTL setting where tasks share the same feature and label
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space. We name the problem Multi-Scenario Learning to Rank and a
task is named a scenario. Sharing a common label space implies that
the objective is identical for all the scenarios, e.g., maximizing Click-
Through Rate (CTR) for all the countries. Most prior MTL models
only learn task relationships in the feature space, while none of
them sufficiently exploits the characteristics that tasks share the
same label space.

In this paper, we demonstrate that the performance of one sce-
nario can be enhanced by the prediction of the other scenarios,
which implies the effectiveness of utilizing the characteristics of
sharing a common label space between scenarios. We propose
the Hybrid of implicit and explicit Mixture-of-Experts (HMoE)
model. HMoE employs Multi-task Mixture-of-Experts (MMoE) [16]
to identify differences and similarities between tasks in the fea-
ture space implicitly, and improve the performance with a stacked
approach [3] learning task relationships in the label space explic-
itly. The stacked technology requires two-stage optimization which
prohibits the model from training on real-time data continuously
to track dynamic user intention in a timely manner [6]. To this
end, we propose an end-to-end optimization method with a task-
constrained back-propagation strategy to preserve the domain-
specific knowledge of scenario predictions. We summarize our
main contributions as follows:

• We empirically verify the effectiveness of leveraging the
property of sharing a common label space between scenar-
ios. With the above benefit, we propose HMoE based on the
MMoE with a stacked model and adopt an end-to-end opti-
mization method to train the model continuously on fresh
data.

• The task-constrained back-propagation strategy makes the
relationships of scenarios in the label space explainable. We
empirically demonstrate that the strategy is clearly essential
to obtain promotion.

• We conduct extensive experiments to demonstrate that HMoE
significantly improves the performance on industrial datasets.
Our proposed model serves the ranking system of AliExpress
1 search engine and increases revenue by 1.92% in online
A/B testing. We also release a sampled version of our dataset
to facilitate future research.

2 RELATEDWORK
2.1 Learning to Rank
Learning to Rank (LTR) [4, 15] is a fundamental problem for recom-
mender, search, and advertising. Ranking strategies greatly affect
user experience and advertising revenue. Traditional LTR models
are usually trained on substantial data based on i.i.d. hypothesis
in a batch mode. In recent years, there is a growing number of re-
search on studying LTR with deep neural networks. Haldar et al. [9]
applied Deep Neural Network (DNN) in breaking out of the plateau
of Gradient Boosted Decision Tree (GBDT) for Airbnb search. Ai
et al. [1] used the inherent feature distributions of the top results
to learn a deep list-wise context model that can fine-tune the initial
ranked list.

1https://www.aliexpress.com/

Studies above can achieve good performance on average but
may be sub-optimal when data come from multiple domains with
domain-specific distributions. Bai et al. [2] firstly proposed the
multi-task learning to rank problem for web search, while they did
not exploit task relationships in the label space. Ni et al. [19] learned
universal user representations across multiple search and recom-
mendation tasks for more effective personalization. Feng et al. [7]
improved the overall performance of ranking strategies in search,
recommendation, and advertising by multi-agent reinforcement
learning. Chapelle et al. [6] claimed that transfer LTR and online
LTR are the future research directions. Ktena et al. [13] addressed
delayed feedback for continuous training with neural networks in
CTR prediction.

2.2 Multi-Task Learning
Multi-Task Learning (MTL) [5] is a powerful technology when there
are multiple related tasks. It can learn commonalities and differ-
ences across different tasks [5, 20]. Caruana [5] proposed a widely
used multi-task learning model, which has a shared-bottom model
structure. This structure may suffer from optimization conflicts be-
cause of the difference between tasks. Lots of recent approaches add
different types of constraints on task-specific parameters. For ex-
ample, Liu et al. [14] alleviated the shared and private latent feature
spaces from interfering by adding the adversarial loss for two tasks.
Misra et al. [18] learned an unique combination of task-specific
hidden-layers for each task which is called cross-stitch network.

Several approaches try to capture the relationship between dif-
ferent tasks. Kendall et al. [11] took an orthogonal approach by
considering the uncertainty of each task and adjust each weight
in the cost function by deriving a multi-task loss function based
on maximizing the Gaussian likelihood with task-dependent un-
certainty. Ma et al. [16] proposes Multi-gate Mixture-of-Experts
(MMoE) to model task relationships from data. However, the rela-
tionship between different scenarios is implicitly learned in experts
and gating functions and none of these methods explicitly exploits
the property of the same label space.

3 THE PROPOSED APPROACH
In this section, we introduce the Multi-Scenario Learning to Rank
problem and present our proposed model, named Hybrid of implicit
and explicit Mixture-of-Experts (HMoE), in detail. Our model con-
sists of two parts: the first part aims to capture the similarities and
differences between scenarios with Multi-task Mixture-of-Experts
in the feature space; the second part aims to extract scenario corre-
lations in the label space explicitly with a stacked model. We further
design an elegant end-to-end optimization approach to enhance
flexibility and facilitate the model to be trained online.

3.1 Problem Formulation
We formulate Multi-Scenario Learning to Rank as a problem that
given 𝑇 learning to rank tasks {𝑄𝑡 }𝑇𝑡=1 with a common feature
space X and label space Y and all the tasks or a subset of them are
related. Each task 𝑄𝑡 is a scenario. Suppose that 𝑡-th scenario has
𝑁𝑡 labeled training data

𝐶𝑡 =
{
(𝑥𝑡1, 𝑦𝑡1) , (𝑥𝑡2, 𝑦𝑡2) , · · · ,

(
𝑥𝑡𝑁𝑡

, 𝑦𝑡𝑁𝑡

)}
, (1)
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Figure 1: Illustration of a search session in our e-commerce
platform. Users from different countries can be viewed as
instances sampled from different scenarios. Generally, we
assume that user behaviour mainly consists of two stages.
An user firstly clicks a product from the search page, and
then decides to purchase the product or not. We focus on
how to maximize post-view click-through&conversion rate
(CTCVR).

that are drawn from a domain-specific distribution 𝑃𝑡 over X × Y.
𝑃𝑡 can be varying for different scenarios. The goal is to construct
an unified ranking function ℎ: X → Y that can accurately predict
for each scenario simultaneously. In our setting, training sets are
gathered from different countries, e.g., 𝐶1 is from Russia and 𝐶2
is from America. We denote the loss function for 𝑡-th scenario as
ℓ (𝑦𝑡 , ℎ𝑡 ). The empirical risk can be formulated as

R (ℎ) =
𝑇∑
𝑡=1

𝑁𝑡∑
𝑖=1

ℓ (𝑦𝑡𝑖 , ℎ (𝑥𝑡𝑖 )) . (2)

As shown in Figure 1, for E-commerce search ranking, a search
session mainly consists of two stages. The first one is an user search-
ing by a query and selecting a product to click. The second one is
deciding whether to purchase the product after viewing the detailed
product page. There is a sequential dependence between purchase
and click. That is, a purchased product must have been clicked.
Our goal is to maximize post-view click-through&conversion rate
(CTCVR), i.e. 𝑝𝐶𝑇𝐶𝑉𝑅 = 𝑃𝑟 (𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒, 𝑐𝑙𝑖𝑐𝑘 |𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛). We de-
compose the objective of predicting 𝑝𝐶𝑇𝐶𝑉𝑅 into two sub-objectives
as mentioned above: (1) the click model predicting post-view
click-through rate (CTR), i.e. 𝑝𝐶𝑇𝑅 = 𝑃𝑟 (𝑐𝑙𝑖𝑐𝑘 |𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛) and
(2) the purchase model predicting post-click conversion rate, i.e.
𝑝𝐶𝑉𝑅 = 𝑃𝑟 (𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒 |𝑐𝑙𝑖𝑐𝑘, 𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛). Therefore the conditional
probability can be written as

𝑝𝐶𝑇𝐶𝑉𝑅 = 𝑝𝐶𝑇𝑅︸︷︷︸
click model

× 𝑝𝐶𝑉𝑅︸︷︷︸
purchase model

. (3)

The ranking list is ordered by the product of outputs of two models.

3.2 Implicit Multi-task Mixture-of-Experts
Model

In order to improve the performance of each scenario, we employ
Implicit Multi-task Mixture-of-Experts (IMMoE) [16] for the ability
to model tradeoffs between scenario-specific objectives and inter-
scenario relationships. In this section, we introduce IMMoE briefly.
The model structure is shown in Figure 2 (a).

The original Mixture-of-Experts (MoE) model [10] is an ensem-
ble structure which consists of multiple expert networks 𝐸𝑖 (𝑥) =
𝑓𝑒 (𝑥), 𝑖 = 1, 2, · · ·𝐾 and a gate network 𝐺 (𝑥) = 𝑓𝑔 (𝑥). The gate
network assemble the results from experts, which is a weighted
sum of the outputs of all the experts:

𝑀 (𝑥) =
𝐾∑
𝑖=1

𝐺𝑖 (𝑥) 𝐸𝑖 (𝑥) , (4)

where𝐺𝑖 (𝑥) is the 𝑖-th element of𝐺 (𝑥) which represents the prob-
ability of expert 𝐸𝑖 (𝑥) and

∑𝐾
𝑖=1𝐺𝑖 (𝑥) = 1.

IMMoE is a shared-bottom multi-task model that adapts MoE as
the shared-bottom network to learn task relationships and includes
a successive tower network for each task respectively to learn task-
specific knowledge. We denote the prediction of 𝑡-th task as

𝑆𝑖 (𝑥) = 𝑓𝑠 (𝑀 (𝑥)) . (5)

Instead of all tasks using the same set of parameters on shared-
bottom layers, IMMoE takes advantage of MoE that alleviates opti-
mization conflicts caused by task differences. The outputs of experts
have no domain-specific meaning. That is, IMMoE implicitly learns
task relationships in the feature space, and we say it is “implicit”.
We use IMMoE as our base model.

3.3 Hybrid of Implicit and Explicit
Mixture-of-Experts

IMMoE implicitly identifies the relationships between scenarios
with multiple experts in the feature space. However, based on the
property of scenarios sharing a common label space and the ob-
servation that the best performance for a scenario is achieved by
the model trained on another scenario in several cases (as shown
in the experimental section), we propose a novel hybrid model by
learning scenario relationships in the label space. We present the
model structure in Figure 2 (b) and (c).

Considering two related scenarios𝑄𝑖 and𝑄 𝑗 , a low-density area
in the distribution 𝑃𝑖 is corresponding to a high-density area in the
distribution 𝑃 𝑗 . The prediction of IMMoE 𝑆𝑖 (𝑥) maymake a mistake
with a high probability for an instance 𝑥 sampled from the low-
density area in 𝑃𝑖 . But if instance 𝑥 is treated as an instance sampled
from the high-density area in 𝑃 𝑗 , it may be predicted accurately. In
this situation, the performance of scenario 𝑄𝑖 can be promoted by
the aid of prediction of scenario 𝑄 𝑗 .

The promotion is connected with the confidence of prediction for
𝑥 and the strength of scenarios’ correlation. Therefore, we utilize a
stacked approach [3] to learn how the prediction of one scenario can
be rectified by predictions of others. The stacked model assembles
predictions of different scenarios 𝑆𝑖 (𝑥) with a scenario gate network
𝑊 (𝑥) = 𝑓𝑤 (𝑥). We denote the output of this model as

𝐻 (𝑥) =
𝑇∑
𝑖=1

𝑊𝑖 (𝑥)𝑆𝑖 (𝑥), (6)

where 𝑊𝑖 (𝑥) is the 𝑖-th element of 𝑊 (𝑥) which represents the
importance of 𝑖-th scenario’s prediction 𝑆𝑖 (𝑥) and

∑𝑇
𝑖=1𝑊𝑖 (𝑥) = 1.

Note that the meaning of 𝑊𝑖 (𝑥) is related to which scenario 𝑥
belongs to, e.g.,𝑊𝑖 (𝑥 𝑗 ) indicates the weight of 𝑖-th scenario for 𝑗-th
scenario.
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(a) IMMoE (b) Two-staged optimized HMoE (c) End-to-end optimized HMoE

Figure 2: The diagram of (a) IMMoE. (b) HMoE with two-stage optimization. (c) Jointly optimized HMoE. The blue lines illus-
trate the back-propagation of the gradients on the data of the 1st scenario. The red crosses represent prohibiting the gradients
from being back-propagated.

In the standard stacked approach, HMoE is trained by two stages,
as shown in Figure 2 (b). The first stage is the training process of
IMMoE. In the second stage, we only update the parameters in the
scenario gate network𝑊 (𝑥) to learn relationships between scenar-
ios in the label space. This method makes the model optimized in
the second stage similar to the MoE structures, i.e. each scenario
network 𝑆𝑖 (𝑥) plays a role like an expert network 𝐸𝑖 (𝑥) and the
role of the gate network𝑊 (𝑥) is similar to𝐺 (𝑥). But the difference
is that we can obtain relatedness between scenarios in the label
space from𝑊 (𝑥) explicitly.

We name this model Hybrid of implicit and explicit Mixture-of-
Experts (HMoE) where “implicit” represents implicit relationships
in the feature space from IMMoE and “explicit” represents explicit
relatedness in the label space from the stacked model.

3.4 End-to-end optimization
We can obtain a better prediction quality by the stacked model.
Nevertheless, the way of stacked optimization has several draw-
backs. Firstly, to avoid overfitting, the traditional stacked technique
requires two disjoint training set for two optimization stages. It
impedes sufficiently training of the whole model, especially for
those scenarios with a small amount of training data. Secondly, the
flexibility of the model is hurt since it desires two disjoint optimiza-
tion processes and can not be trained online. In the context of E-
commerce search or recommendation, users’ intentions could vary
dramatically along with time, especially for those time-sensitive

queries. It is essential to train the model with users’ real-time feed-
back data continuously to trace users’ dynamic interests.

If we directly combine the two-stage optimization into a joint
optimization approach, the explicit domain-specific knowledge of
each scenario’s prediction 𝑆𝑖 (𝑥) will disappear, which we name
scenario awareness missing problem. We argue that reserving the
explicit domain-specific knowledge of each scenario’s prediction
has a positive effect on the performance, which is validated in the
experimental section.

To solve this problem, we propose an elegant and flexible end-to-
end optimization method. We apply a domain-specific constraint
to the back-propagation of gradients. For example, if an instance
(𝑥𝑡𝑖 , 𝑦𝑡𝑖 ) belongs to a scenario 𝑄𝑡 , we prohibit the gradients from
being back-propagated to the parameters in scenario networks
𝑆 𝑗 (𝑥), where 𝑗 = 1, 2, · · · ,𝑇 and 𝑗 ≠ 𝑡 . The domain-specific knowl-
edge of scenario prediction 𝑆𝑡 (𝑥) is preserved through the scenario
constrained gradients. The back-propagation of gradients is shown
in Figure 2 (c). The prediction for scenario 𝑄𝑡 can be formulated as

𝐻𝑡 (𝑥) =𝑊𝑡 (𝑥)𝑆𝑡 (𝑥) +
𝑇∑

𝑗=1, 𝑗≠𝑡
𝑊𝑗 (𝑥) 𝑆 𝑗 (𝑥)︸︷︷︸

stop gradient

. (7)

4 EXPERIMENTS
In this section, we firstly verify the effectiveness of leveraging the
characteristics of sharing a common label space for all the scenarios.
Then we conduct experiments to demonstrate the improvement of
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HMoE on two datasets: the first dataset is collected from real-world
traffic log of the search system in AliExpress; the second one, a pub-
lic dataset called Ali-CCP 2 [17] is gathered from the recommender
system in Taobao which is the largest online shopping platform in
China.

4.1 Experimental Setup
Datesets We collect Industrial AE dataset from traffic logs
of AliExpress search system where we regard each country as a
scenario. We split the first 90% data in the time sequence to be
training set while the rest 10% to be test data. We further release a
randomly sampled version of the whole dataset as the Public AE
dataset 3 and split the training and test dataset in the same manner.
The second dataset, Ali-CCP, is provided for the purpose of CTR
and CVR prediction tasks. We convert an LTR task into a CTR
prediction on this dataset. According to the authors’ description,
the dataset contains three types of scenarios which correspond to
three kinds of the context feature value. Table 1 summarizes the
statistics of the three datasets.

Public AE Industrial AE Ali-CCP
#user 3.6M 17.9M 0.4M

#product 26.5M 0.7B 4.3M
#pv 15.4M 0.7B -

#impression 2.3B 9.9B 84M
#click 5.8M 0.3B 3.4M

#purchase 0.1M 1.2M 18K
Table 1: Statistics of experimental datasets. #pv, #product
and #user represent the number of product ranking lists,
products and users respectively. #impression, #click and
#purchase are the number of users’ browsing, click and pur-
chasing separately.

In AE dataset, we collect data from 5 representative countries, i.e.
Russia (RU), Spain (ES), French (FR), Netherlands (NL), and America
(US), each of which refers to a scenario. Table 2 shows the statistics
of each scenario in Public AE. The differences in user behaviours
between these 5 countries are obvious. Users from RU are more
likely to click on ranking lists but do not easily purchase after a
click. Users from NL are most likely to purchase after a click.

Compared models We conduct experiments with several
compared methods for a LTR task: maximizing CTCVR. These
methods can be divided into three groups:

• Single-task learning method: (1) BaseDNN is a DNN, lay-
ers of which is set by 128-64-32. (2) Scenario-DNN consists
of multiple independent DNNs, each of which is trained for
one scenario. (3) Fine-tune-DNN is a Scenario-DNN and each
scenario’s model is initialized with BaseDNN pre-trained on
all the scenarios. (4) DeepFM [8] is a factorization-machine
based neural network.

• Multi-task learning method: (5) Cross-stitch [18] uses lin-
ear cross-stitch units to learn an optimal combination of
shared and task-specific representations. (6) UncertWeight

2https://tianchi.aliyun.com/datalab/dataSet.html?dataId=408
3https://tianchi.aliyun.com/dataset/dataDetail?dataId=74690

RU ES FR NL US
#product 16.7M 8.7M 7.4M 6M 8M

#pv 8.7M 2M 1.7M 1.2M 1.8M
#impression 1.3B 31.6M 27.4M 17.7M 27.4M

#click 3.6M 841K. 535K 382K 450K
#purchase 61.8K 19.1K 14.4K 13.8K 10.9K

CTR 2.78% 2.66% 2.01% 2.16% 1.64%
CVR 1.71% 2.27% 2.42% 3.61% 2.42%

CTCVR 0.48‰ 0.60‰ 0.54‰ 0.78‰ 0.40‰
Table 2: Statistics of each scenario in Public AE, where
CTR = #click/#impression, CVR = #purchase/#click and
CTCVR = #purchase/#impression.

[11] weighs multiple loss functions by considering the ho-
moscedastic uncertainty of each task. (7) AdvLoss [14] al-
leviates the shared and private latent feature spaces from
interfering with each other tasks by adding the adversarial
loss. (8) IMMoE is the base model we use.

• Variant of HMoE: (9) Two-stage-HMoE is HMoE optimized
in two stages. (10) HDNN replaces the shared-bottom net-
work of HMoE from IMMoE to BaseDNN. (11) NoStopGrad-
HMoE is HMoE without the constraint of stop gradient.

Training details We multiply the output of click models by
the output of purchase models as the final ranking score. To make
the product of the two outputs represent 𝑝𝐶𝑇𝐶𝑉𝑅, the two models
are required to estimate the actual CTR/CVR values accurately.
Therefore we use pointwise cross entropy loss to train the models.
The two models use separate parameters and use the same model
structure. We apply 5 experts in HMoE and each expert is a 1-layer
(128) network. The two gating networks are both fully connected
networks with 1 hidden layer (64) and the outputs are activated by
softmax function. 𝑆𝑖 (𝑥) is a 2-layer (64-32) network. The activation
function of expert networks and scenario network is ReLU. The
base model of Cross-stitch, UncertWeight, and AdvLoss is BaseDNN.
The optimizer used in our experiments is Adam [12] with default
parameters.

Metrics Area under the ROC curve (AUC) and Normalized
Discounted Cumulative Gain (NDCG) are applied extensively in
CTR prediction and LTR field respectively. Another metric we used
is called Group AUC (GAUC), which is the average of AUC on
each product ranking list: 𝐺𝐴𝑈𝐶 = 1

𝑁

∑𝑁
𝑖=1𝐴𝑈𝐶𝑖 , where 𝐴𝑈𝐶𝑖

is AUC on 𝑖-th product ranking list. As claimed in [22], the first
stage, predicting 𝑝𝐶𝑇𝑅, is a ranking problem, and the second stage,
predicting 𝑝𝐶𝑉𝑅, is a binary classification problem. Therefore we
use GAUC and NDCG to evaluate performance of click model and
the final ranking lists ordered by 𝑝𝐶𝑇𝐶𝑉𝑅, while AUC is used to
evaluate the performance of purchase models on AE dataset. We
only apply AUC on Ali-CCP dataset for the reason that there is no
information about ranking lists. We use CTR-X, CVR-X, CTCVR-X
to refer to the metric X of click model, purchase model and two
joint models respectively.

4.2 Verification of Effectiveness
We conduct an experiment on Industrial AE dataset to verify the
effectiveness of the intuition that the performance of MTL model
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Group of Model Model CTR-GAUC CTR-
NDCG@2

CTR-
NDCG@5

CTR-
NDCG@10

CTR-
NDCG@17

Single-task

BaseDNN 0.6396 0.2604 0.3562 0.4331 0.4396
Scenario-DNN 0.6559 0.2857 0.3807 0.4542 0.4595
Fine-tune-DNN 0.6531 0.2785 0.3748 0.4495 0.4545

DeepFM 0.6548 0.2803 0.3798 0.4517 0.4576

Multi-task

Cross-stitch 0.6610 0.2952 0.3898 0.4605 0.4593
UncertWeight 0.6570 0.2872 0.3823 0.4557 0.4608

AdvLoss 0.6538 0.2879 0.3808 0.4542 0.4604
IMMoE 0.6608 0.2945 0.3879 0.4594 0.4648

Variant
Two-stage-HMoE 0.6617 0.2933 0.3906 0.4611 0.4634
NoStopGrad-HMoE 0.6596 0.2954 0.3885 0.4611 0.4644

HDNN 0.6524 0.2871 0.3816 0.4552 0.4601
Ours HMoE 0.6650 0.2982 0.3923 0.4632 0.4680

Table 3: Comparison results of different click models on Public AE Dataset.

can be improved by learning scenario relationships in the label
space in our setting. We train simple DNN click models for each
scenario and overall dataset with the same structure and the same
amount of data. Overall dataset is sampled to align the amount
of data with each scenario. The results on the test dataset of each
scenario are shown in Table 4 and 5.

Table 4: Heatmap of CTR-AUC. The deeper the color, the
higher the value. ALL represents sampled overall dataset.

Table 5: Heatmap of CTR-NDCG@10.

CTR-AUC and CTR-NDCG of the model trained on ALL dataset
are both the worst for all the counties, which indicates that the
performance of models ignoring scenario relationships is inferior.
The other fact is that the best performance for a scenario is not
always obtained by the model trained with its own data, e.g., the
highest CTR-AUC and CTR-NDCG for scenario FR is achieved by
the model trained with data from scenario RU. It is implied that we
can improve the performance of one scenario through exploiting
the prediction of the other related scenarios.

4.3 Experimental Results
Promotion on each scenario We examine the promotion of
HMoE compared with IMMoE by learning scenario relationships
in the label space in each scenario on Industrial AE dataset. The
comparison results of click models are shown in Table 6.

Scenario IMMoE HMoE Relative Improved
RU 0.6610 0.6658 0.73%
ES 0.6566 0.6626 0.91%
FR 0.6585 0.6638 0.80%
NL 0.6542 0.6591 0.75%
US 0.6518 0.6570 0.80%
ALL 0.6566 0.6619 0.81%

Table 6: CTR-GAUC of IMMoE and HMoE on each scenario.

HMoE achieves better performance in all the scenarios in dif-
ferent degrees. The gain of HMoE obtained in scenario RU is the
smallest, corresponding to the fact that the model trained with RU’s
data achieves the best performance in other scenarios.

Results from comparison models on three datasets The
comparison results of click models on Public AE are shown in Ta-
ble 3. The results of click models, purchase models and the two
joint models on Industrial AE are shown in Table 7, 9 and 8 respec-
tively. Table 10 shows the results of click models on Ali-CCP. Our
model, HMoE, beats all the compared models and shows the best
performance on all the datasets.

The comparison results on these datasets consistently demon-
strate several conclusions:

• The impact of domain differences: as expected, training
multiple models for each scenario and MTL models are both
achieve better performance than training a single model.
While MTL models are not always superior to single-task
models. One possible reason is that MTL models fail to un-
derstand the distinctions between scenarios and involve neg-
ative knowledge transfer.

• The effectiveness of learning scenario correlations in
the label space: both HMoE and Two-stage-HMoE pro-
motes the prediction quality of IMMoE. Compared with Two-
stage-HMoE, HMoE is more flexible and effective by reason

Applied Research Track CIKM '20, October 19–23, 2020, Virtual Event, Ireland

2610



Group of Model Model CTR-GAUC CTR-
NDCG@2

CTR-
NDCG@5

CTR-
NDCG@10

CTR-
NDCG@17

Single-task

BaseDNN 0.6446 0.2827 0.3813 0.4486 0.4495
Scenario-DNN 0.6537 0.2866 0.3852 0.4544 0.4578
Fine-tune-DNN 0.6495 0.2852 0.3826 0.4491 0.4545

DeepFM 0.6531 0.2874 0.3831 0.4527 0.4564

Multi-task

Cross-stitch 0.6604 0.2955 0.3864 0.4607 0.4593
UncertWeight 0.6528 0.2830 0.3806 0.4509 0.4514

AdvLoss 0.6583 0.2896 0.3882 0.4574 0.4596
IMMoE 0.6566 0.2874 0.3860 0.4563 0.4559

Variant
Two-stage-HMoE 0.6609 0.2942 0.3893 0.4618 0.4630
NoStopGrad-HMoE 0.6594 0.2902 0.3889 0.4564 0.4560

HDNN 0.6543 0.2908 0.3851 0.4565 0.4565
Ours HMoE 0.6619 0.2960 0.3947 0.4627 0.4613

Table 7: Comparison results of different click models on Industrial AE Dataset.

Group of Model Model CTCVR-
GAUC

CTCVR-
NDCG@2

CTCVR-
NDCG@5

CTCVR-
NDCG@10

CTCVR-
NDCG@17

Single-task

BaseDNN 0.6532 0.3519 0.4410 0.4723 0.5135
Scenario-DNN 0.6628 0.3609 0.4477 0.4790 0.5228
Fine-tune-DNN 0.6605 0.3585 0.4452 0.4766 0.5205

DeepFM 0.6607 0.3590 0.4456 0.4770 0.5208

Multi-task

Cross-stitch 0.6704 0.3655 0.4518 0.4837 0.5273
UncertWeight 0.6596 0.3577 0.4468 0.4781 0.5196

AdvLoss 0.6644 0.3627 0.4492 0.4808 0.5245
IMMoE 0.6657 0.3642 0.4505 0.4819 0.5256

Variant
Two-stage-HMoE 0.6701 0.3648 0.4510 0.4831 0.5269
NoStopGrad-HMoE 0.6709 0.3657 0.4522 0.4838 0.5276

HDNN 0.6610 0.3592 0.4459 0.4774 0.5213
Ours HMoE 0.6731 0.3680 0.4543 0.4857 0.5292

Table 8: Comparison results of different click models and purchase models on Industrial AE Dataset.

Group of Model Model CVR-AUC

Single-task

BaseDNN 0.8287
Scenario-DNN 0.8436
Fine-tune-DNN 0.8359

DeepFM 0.8335

Multi-task

Cross-stitch 0.8499
UncertWeight 0.8371

AdvLoss 0.8422
IMMoE 0.8441

Variant
Two-stage-HMoE 0.8484
NoStopGrad-HMoE 0.8510

HDNN 0.8348
Ours HMoE 0.8613

Table 9: Comparison of different purchase models in terms
of CVR-AUC on Industrial AE dataset.

that HMoE can be trained on whole data sufficiently in its
entirety.

• The effectiveness of reserving the domain-specific knowl-
edge of scenario predictions: we compare HMoE with
HDNN and NoStopGrad-HMoE and the experimental re-
sults prove the effectiveness of domain-specific knowledge

Group of Model Model CTR-AUC

Single-task

BaseDNN 0.5940
Scenario-DNN 0.6072
Fine-tune-DNN 0.5968

DeepFM 0.6032

Multi-task

Cross-stitch 0.6161
UncertWeight 0.6082

AdvLoss 0.6059
IMMoE 0.6118

Variant
Two-stage-HMoE 0.6073
NoStopGrad-HMoE 0.6144

HDNN 0.5971
Ours HMoE 0.6196

Table 10: Comparison of different models in terms of CTR-
AUC on Ali-CCP dataset.

of scenario predictions preserved by the task-constrained
back-propagation strategy.

Scenario relationships in the label space Wevalidatewhether
HMoE identities scenario relationships in the label space by visual-
izing the output of gate network𝑊 (𝑥).
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Figure 3: Visualization of scenario correlations in the label
space in click model.

Figure 3 displays the heatmap of prediction of𝑊 (𝑥) in click
model. The element in 𝑖-th row and 𝑗-th column represents the
average value of𝑊𝑖 (𝑥 𝑗 ) on test data of 𝑗-th scenario. Outputs of
gate networks between FR and US are largest for each other, corre-
sponding to the fact that CTR of FR and US are lowest. The weights
between RU, ES and NL are similar, which are consistent with the
results in the previous section.

Online deployment and A/B testing HMoE has been de-
ployed in the search system of AliExpress. Limited by computation
cost, we divide our data into 5 scenarios, i.e. the 4 countries with
the largest amount of data and the union of the rest of countries.
We conduct one-week online A/B testing with the objective of maxi-
mizing CTCVR. Table 11 shows the relative improvement by HMoE.
This is a significant promotion for industrial applications where
0.1% gain of revenue is considerable.

Metric CTR CVR CTCVR GMV
Relative Improved 0.12% 1.27% 1.40% 1.92%

Table 11: Improvement of HMoE compared with BaseDNN
in online A/B testing. GMV refers to Gross Merchandise Vol-
ume.

5 CONCLUSION
In this paper, we propose the Multi-Scenario Learning to Rank
problem and verify the effectiveness of leveraging the property
of sharing a common label space between scenarios. We propose
HMoE to solve the problem which improves the performance of
MMoEwith a stacked model exploiting scenario relationships in the
label space. We further design an end-to-end optimization method
to enable the model to be trained continuously. We conduct ex-
tensive experiments to evaluate our method. The empirical results
demonstrate that HMoE significantly improves the performance
on both public and real-world industrial datasets. We also release a
sampled version of our dataset to facilitate future research.
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